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a b s t r a c t

Spatial models of ecosystem services inform land use and development decisions. Understanding who
uses these models and conditions associated with use is critical for increasing their impact. We tracked
use of The Natural Capital Project's InVEST models and observed 19 different models were run 43,363
times in 104 countries over a 25-month period. Models for regulating services were most commonly
used. We analyzed relationships between country-level variables and use of models and found capacity
(population, GDP, Internet and computer access, and InVEST trainings), governance, biodiversity, and
conservation spending are positively correlated with use. Civic involvement in conservation, carbon
project funding, and forest cover are not correlated with use. Using multivariate statistical models, we
analyzed which combinations of country-level variables best explain use of InVEST and found further
evidence that variables related to capacity are the strongest predictors. Finally, we examined InVEST
trainings in detail and found a significant effect of trainings on subsequent use of InVEST models. Our
results indicate the general capacity of a country may limit uptake and use of decision support tools such
as InVEST. Model-specific trainings are only one form of capacity building likely required for models to
have desired levels of use and policy impact.

& 2015 Elsevier B.V. All rights reserved.
1. Introduction

Ecosystem services, the benefits that people receive from nat-
ure, are degraded and projected to decline further over the first
half of this century (MEA, 2005). Since many current policy and
economic decisions do not account for the values of ecosystem
services (ES), planners and decision-makers are increasingly fo-
cused on the management of ES as a viable way to understand and
manage human interactions with ecosystems (Braat and Groot,
2012; Holzman, 2012). The concept of ES is becoming essential in
many of today's largest conservation organizations and academic
research about the topic has increased steadily over the past two
decades (Abson et al., 2014; Fisher et al., 2009).

As the ES concept grows more popular, there is more demand
for ES information that has the potential to affect policy decisions
(Daily and Matson, 2008; Daily et al., 2009; Mermet et al., 2014;
Ruckelshaus et al., 2015). In particular, computer models that
generate spatially explicit information about ES are commonly
used to inform decisions (Burkhard et al., 2013; Crossman et al.,
ical Economics, University of
2012). The information these tools produce often illustrates how
landscapes provide different amounts and patterns of ES under
different future alternative scenarios (Goldstein et al., 2012; Lawler
et al., 2014).

Several spatially-based decision support tools have emerged for
ES assessment (Bagstad et al., 2013). Freely available tools such as
InVEST (Integrated Valuation of Ecosystem Services and Tradeoffs),
ARIES (ARtificial Intelligence for Ecosystem Services), EVT (Eco-
system Valuation Toolkit), TESSA (Toolkit for Ecosystem Service
Site-based Assessment), and SolVES (Social Values for Ecosystem
Services) have been developed and tested in private and public
environmental decision contexts (Bagstad et al., 2014; Peh et al.,
2013; Ruckelshaus et al., 2015; Sherrouse et al., 2011; Villa et al.,
2014). But while there have been comparisons and evaluations of
tool performance (for example, by Bagstad et al., 2013), there has
not yet been a comprehensive, systematic appraisal of actual tool
use. In order to improve user support and expand the reach of ES
tools, it is vital to track how, where, and when they are being used.

This study examines the emerging user network of one parti-
cular tool – InVEST. We analyze where users are, which models
they run, and country-level factors associated with model usage
over a 25-month period. InVEST, developed by the Natural Capital
Project, provides a suite of software models that can be used to
map and value ES, and compare trade-offs among development
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alternatives (Kareiva et al., 2011; Nelson et al., 2009). Spatially-
explicit InVEST models describe how changes to ecosystems are
likely to affect the flows and values of ES, across a land- or a sea-
scape (see www.naturalcapitalproject.org). InVEST is quantitative,
well-documented, and can be independently applied, but the
models depend on the availability/quality of underlying spatial
data and can be time consuming to parameterize (Bagstad et al.,
2013). InVEST is based on biophysical models and is amenable to
widespread use, making it well-suited as a test case for more
general ideas (Sharp et al., 2015).

Previous research has investigated global patterns of certain
kinds of conservation activities and needs. For example, countries
in which conservation activities are more likely (based on lower
protected area management costs, high numbers of endangered
species, and identification as important for conservation) also
score poorly on measures of corruption (McCreless et al., 2013;
Smith et al., 2003, 2007). Other studies have found that national
characteristics such as number of threatened species, quality of
governance, and deforestation rates are associated with the loca-
tion of REDD demonstration sites and forest carbon projects
(Cerbu et al., 2011; Lin et al., 2012, 2014). These studies suggest
that country-level factors could be associated with conservation
science uptake.

Extending these findings to the uptake of ES modeling tools, we
hypothesize that countries with high use of ES models also tend to
have more capacity, more effective governance, lower environ-
mental quality, more conservation spending, and more civic in-
volvement in conservation (Table 1). We also make two more
specific hypotheses: first, that biodiversity-related InVEST model
usage is associated with lower environmental quality; and second,
that carbon-related model usage occurs in countries with more
forests and more overall conservation spending. Finally, we ex-
plore in more detail the effect that formal trainings have on use of
ES models. We hypothesize that the average use in countries with
trainings is higher than in countries without trainings, and that
usage increases for a prolonged time period following trainings.

Support of these hypotheses would indicate certain conditions
that facilitate the adoption and use of science-based tools. This
understanding can help to predict patterns of uptake for new tools
and target capacity building efforts to increase scientific and policy
impact.
2. Methods

2.1. InVEST data

When an InVEST model is run on a computer connected to the
Internet, a log is created with date, IP address, InVEST version, and
model type. We analyzed 25 months of these logs from June 2012
through June 2014. These data represent a network of InVEST
Table 1
The main hypothesized drivers of ecosystem service model use, predicted relationships

Category Relationship with use of ES
models

Justification

Capacity þ Places with more
models

Governance þ Stronger systems
Environmental quality � Worse environm

mental decisions
Conservation spending þ Places with highe

organizations an
Civic engagement in
conservation

þ People in places
use ES models
usage. Our dataset does not include model activity done from
outside the user interface (for example, through Python scripts),
models runs for computers not connected to the Internet, or cer-
tain specific models that were not reporting usage information
during the timeframe of this study (such as coastal protection).
Nevertheless, our dataset of 43,363 model runs likely represents a
large majority of InVEST model runs during the study period.

We used IP addresses and GeoIP2 Precision Services provided
by MaxMind to identify the country in which each model run
occurred. We used model type to identify which ES model was run
and we collapsed all possible model types into a concise list of
primary ES models (Appendix A).

We used information about the InVEST version of each model
run to exclude model development and testing activity. For part of
the analysis, we also screened out use that occurred in the U.S.
because (a) much of this use was likely internal Natural Capital
Project scientists, and (b) we wanted to avoid skewed results due
to the fact that the bulk of use was in the U.S. We focused on
terrestrial/freshwater models rather than marine because many of
the marine models were not tracked over the entire study period
and the available country-level environmental quality data are
about forests and terrestrial biodiversity. The use of marine models
at trainings in Portugal, Korea, Mexico, and Canada was not in-
cluded in our data, so these are conservative estimates of the ES
model use that occurred in those places.

2.2. Country-level data

We gathered 19 country-level variables from global datasets
(roman numerals below) and grouped them into 5 categories that
we hypothesize are associated with use of ES models.

2.2.1. Capacity
We used estimates of (i) population and (ii) GDP/capita (in

current US dollars) for the year 2013 available online from World
Bank Open Data (http://data.worldbank.org/). (iii) We used 2013
estimates of the number of Internet users per 100 people from
World Bank Indicators available online (http://data.worldbank.org/
indicator/IT.NET.USER.P2). (iv) We used the percentage of house-
holds with a computer for the most recent year within the 2008–
12 range for which data are available. These data were collected
from national statistical offices by the International Tele-
communication Union, the UN specialized agency for information
and communication technologies. More information about the
Internet and Computer Technology Data and Statistics Division is
available online (http://www.itu.int/en/ITU-D/Statistics). (v) We
included a variable to indicate whether a country had a training
prior to or during the study period. This variable was 0, 1, 2, or
3 based on the length of the training (0 if there was no training,
3 if there was a training for 3 or more days).
, and justifications.

people, trainings, and access to technology have more basic capacity to use ES

of governance enables more use of sophisticated decision support tools
ental quality makes it more likely that people will use tools to inform environ-

r levels of conservation spending have an established presence of environmental
d a higher likelihood that ES models will be used
with higher rates of involvement in conservation organizations are more likely to
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2.2.2. Governance
The World Bank estimates Worldwide Governance Indicators at

the country level through surveys and consultations with citizens,
experts, businesses, and international organizations (Kaufmann
et al., 2011). We used three governance indicators relevant to the
management of ESs: (vi) government effectiveness (the quality of
policy formulation and implementation), (vii) regulatory quality
(the ability of governments to create policies and regulations to
promote private industry), and (viii) control of corruption. We
used 2013 estimates of percentile (0–100%) rank among all
countries for these two indicators. Data and background in-
formation for the indicators are available online (www.govindica
tors.org).

2.2.3. Environmental quality
The general level of environmental quality for a country is

difficult to measure and quantify. We focused on three main da-
tasets for quantifiable, comparable information about environ-
mental quality for countries. Using information from multiple
sources allowed us to minimize the bias associated with any one
dataset.

(ix) The Global Environment Facility Benefits Index for Biodi-
versity is “a composite index of relative biodiversity potential for
each country based on the species represented in each country,
their threat status, and the diversity of habitat types in each
country. The index has been normalized so that values run from 0
(no biodiversity potential) to 100 (maximum biodiversity poten-
tial)” (Pandey et al., 2006). Data and background information are
available online from World Bank Open Data.

(x–xii): The Environmental Performance Index (EPI), estimated
by the Yale Center for Environmental Law and Policy, ranks how
well countries protect ecosystems and protect human health from
environmental harm (Hsu et al., 2013). We used (x) overall EPI
estimates for 2014, as well as two sub-indicators related to (xi)
forests (percent change in forest cover between 2000 and 2012 in
areas with greater than 50% tree cover) and (xii) biodiversity and
habitat (an averaged composite of indices for critical habitat pro-
tection, terrestrial protected areas with national biome weight,
terrestrial protected areas with global biome weight, and marine
protected areas). Data and background information for the in-
dicators are available online (http://epi.yale.edu/).

(xiii) Threatened mammal species includes the number of
mammal species (excluding whales and porpoises) classified by
the International Union for Conservation of Nature (IUCN) as en-
dangered, vulnerable, rare, indeterminate, out of danger, or in-
sufficiently known. We used 2014 estimates for each country
provided by the United Nations Environmental Program, the
World Conservation Monitoring Center, and the IUCN Red List of
Threatened Species. Data and background information are avail-
able online from World Bank Open Data.

2.2.4. Conservation spending
Two datasets provided information on country-level spending

on conservation:
(xiv) We used information about total average annual spending

(in $ US million 2005) from 2001 to 2008 as estimated by Waldron
et al. (2013). This includes all flows of funding estimated: inter-
national donors, domestic governments, trust funds, and self-
funding via user payments. We also used a database of RED-
Dþprojects sourced through a number of dedicated multilateral
and bilateral climate funds to include (xv) the amount of climate
finance and (xvi) the amount of REDD funding countries received
from 2003 to 2013. Data and background information are available
online

(http://www.climatefundsupdate.org/data).
2.2.5. Civil society involvement in conservation
We followed McCreless et al. (2013) and focused on three da-

tasets that measure the extent to which civil society is involved in
conservation efforts for many countries. It is challenging to mea-
sure or quantify the extent of civil society involvement in con-
servation at a national scale. These three broad estimates of
complex, local occurrences allow us to quantitatively compare
involvement in conservation among many different countries,
through both international NGOs and multilateral agencies. Our
study does not address the reasons why people may be more in-
volved in some countries (i.e. socioeconomic factors) or the im-
pacts of more involvement, but focuses on whether people in
places with higher rates of involvement in conservation organi-
zations are more likely to use ES models. (xvii) BirdLife Interna-
tional (BLI) is the largest global partnership of conservation or-
ganizations in the world. We used data on citizen membership in
BLI partner organizations available online (www.birdlife.org/
worldwide/national/index.html). We standardized NGO member-
ship numbers by country population to represent the proportion
of a county’s population that belongs to a leading local conserva-
tion NGO. (xviii) IUCN is the largest global environmental orga-
nization in the world. The Environmental Sustainability Index
provides a country level estimate of the number of IUCN organi-
zations per million people. These data are available online (www.
yale.edu/esi/c_variableprofiles.pdf). (xix) Local Agenda 21 in-
itiatives are “measures undertaken and overseen by local autho-
rities to address problems of environmental sustainability, and
represent the involvement of civil society in environmental gov-
ernance”. The Environmental Sustainability Index provides a
country level estimate of the number of local Agenda 21 initiatives
per million people available online (www.yale.edu/esi/c_varia
bleprofiles.pdf).

2.3. Analysis

We examined the relationships that use of ES models has with
each of the country-level variables. We also examined relation-
ships that carbon model use and habitat model use have with
particular variables. We used nonparametric Spearman rank cor-
relations because the individual datasets did not meet the as-
sumptions required for parametric correlations such as data hav-
ing normal distributions (Crawley, 2007). All data analyses were
conducted in the statistical platform R (R, 2011).

We tested for correlation among country-level variables and
used principal components analysis (PCA) to reduce two groups of
highly correlated variables with correlation coefficients40.70:
Governance and Biodiversity (Dormann et al., 2013). We used the
first principal component to capture over 90% of the variance for
these two groups of variables (Table 2). We then used model se-
lection to rank all possible linear combinations of variables to
identify those statistical models that could best explain the out-
come variable of InVEST model usage. We used the R package
MuMIn (multi-model inference) for model selection, and ranked
models based on AICc values to identify the explanatory variables
present among the top models (Barton, 2014). We performed
model selection with only the variables that have data for all
countries so that submodels would not be fitted for different da-
tasets. All possible combinations of our 8 predictor variables re-
sulted in 256 evaluated models.

For our analysis on trainings, we initially narrowed our focus to
9 trainings that occurred within our study period and that had at
least 10 model runs within 30 days before and after the training.
We defined InVEST trainings as organized meetings of Natural
Capital Project staff with registered event participants in order to
introduce and train people in the use of InVEST models. We
gathered information on trainings from Natural Capital Project
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Table 2
Correlation results comparing model use with country level variables. Bold rows
indicate positive and significant correlations. N is the number of countries for
which those data are available. We calculated the first principal component of
Governance and Biodiversity variables to capture 490% of the variance in the
underlying variables. “Governance PC” includes government effectiveness, reg-
ulatory quality, and control of corruption (for pairwise correlations, rho¼0.91, 0.95,
and 0.87). “Biodiversity PC” includes GEF Benefits Index of Biodiversity and mam-
mals (rho¼0.77).

Variable comparison N Spearman’s
rho

95% CI p-value

Total model use�…
Capacity

GDP per capita 94 0.347 (0.155, 0.513) 0.00062
nn

Population 94 0.482 (0.309, 0.624) 1.8E�7 nn

Internet 94 0.316 (0.121, 0.487) 0.0019 nn

Computers 86 0.237 (0.0269, 0.428) 0.028 n

Trainings 94 0.273 (0.0748, 0.451) 0.0077 nn

Governance
Governance PC 94 0.335 (0.142, 0.504) 0.00095

nn

Environmental quality
Biodiversity PC 94 0.317 (0.122, 0.488) 0.0019 nn

EPI 94 0.262 (0.062, 0.441) 0.011 n

EPI Forests 86 �0.0179 (�0.229, 0.195) 0.87
EPI biodiversity 94 0.131 (�0.0732, 0.325) 0.21

Conservation spending
Conservation
spending

92 0.603 (0.454, 0.719) 2.1E�10
nn

REDD 31 0.0580 (�0.136, 0.540) 0.76
Climate finance 94 0.00992 (�0.193, 0.212) 0.92

Civic engagement in conservation
BLI 62 -0.248 (�0.468,

0.00241)
0.052 þ

IUCN 89 0.0885 (�0.122, 0.291) 0.41
Agenda 21 74 0.0867 (0.000496,

0.435)
0.46

Carbon model use�…
EPI Forests 86 0.0252 (�0.188, 0.236) 0.82
REDD 31 0.127 (�0.238, 0.461) 0.50
Climate finance 94 0.0311 (�0.173, 0.232) 0.77

Habitat model use�…
Biodiversity PC 94 0.244 (0.043, 0.425) 0.018 nn

EPI 94 0.236 (0.0352, 0.419) 0.022 n

EPI Forests 86 0.0153 (�0.197, 0.226) 0.89
EPI biodiversity 94 0.153 (�0.0509, 0.345) 0.14

nn po0.01.
n po0.05.
þ po0.1.

Fig. 1. : Example of a training in the UK. Model use spikes during the training. We
compared the number of models runs and average weekly use for one 13-week
period before and two 13-week periods after trainings.

Fig. 2. : Growth in the use of InVEST models over time. Model use occurred in 102
different countries with 44% of all use occurring in the U.S. For non-U.S. countries,
there were 14,301 model runs with 43% of use occurring in 5 countries: the UK
(1554), Germany (1491), China (1209), France (1074), and Colombia (780).
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records, including meeting agendas, participant lists, training
evaluation surveys, and facilitator notes.

We defined a “Before” period of time as the 13 weeks (ap-
proximately 90 days) before a training, “After 1” as the 13-week
period following a training, and “After 2” as the next 13-week
period (Fig. 1). We computed a change factor as the ratio of model
runs between the “Before” and “After 1” periods. We also calcu-
lated average weekly usage in these time periods to estimate the
prolonged effect of trainings on InVEST model usage.

To evaluate the effect of trainings statistically, we created a
generalized linear mixed model with country as a random effect
and period as a fixed effect. We assumed a Poisson distribution for
weekly usage data and tested whether usage was different in the
periods “Before”, “After 1”, and “After 2” with a type III Wald
chisquare test.

Finally, we combined our quantitative results with a qualitative
analysis of documents from these trainings, including detailed
facilitator notes and participant surveys (Creswell, 2009). This
review focused on lessons learned by the training facilitators and
the following open-ended questions given to participants:

– Please identify two things you found the most useful from this
course (favorite parts).

– What recommendations do you have for improving the course
(least favorite parts)?

– What subject(s) would you like to see offered in future training
sessions?

– Do you have any additional comments?
3. Results

The use of InVEST models increased over the 25-month study
period (Fig. 2). A significant amount of overall use occurred in the
U.S., but most of the growth over time occurred in non-U.S.
countries.

Across all countries, ES models related to habitat, water yield,
carbon, sediment, and nutrients were used most often (Fig. 3).



Fig. 3. Types of ecosystem service models used. 46% of all model use is for reg-
ulating services. “Rios” focuses on freshwater provisioning services but includes
other service types as well. Fig. 4. : Comparison of average use in non-U.S. countries with and without train-

ings. Error bars depict standard error. There was a significant difference in the
average use for countries with (mean¼280, sd¼81) and countries without
(mean¼107, sd¼29) trainings (t(22.6)¼2.0, p¼ 0.05).

Table 4
Comparison of ES model use before and after trainings. Change factor is the ratio of
use in 13-week periods after/before training.

Country Date of
training

Model use be-
fore training

Model use
after training

Change
factor

Argentinaa 9/12/2013 14 52 3.71
Cambodiab 6/17/2013 6 13 2.17
Canadaa 2/04/2013 64 92 1.44
Chileb 9/09/2013 17 82 4.82
Koreac 9/11/2012 46 54 1.17
Perub 5/27/2013 18 40 2.22
Spaina 11/18/2013 13 175 13.46
UK1b 10/15/2013 137 661 4.82
UK2c 3/07/2013 50 23 0.42

a 2-day training.
b 3-day or longer.
c 1 day training.
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Based on the ES classifications provided by the Millennium Eco-
system Assessment (MEA, 2005), we identified each service as
provisioning, regulating, supporting, or cultural and found that
46% of model use was for regulating services (Appendix A).

We found a number of positive and significant correlations
between total use of ES models and the country-level variables
(Table 2). These relationships exist in all of the hypothesized ca-
tegories, especially for variables related to Capacity. For carbon
model use, none of the hypothesized relationships showed posi-
tive correlations. For habitat model use, the Biodiversity PC and EPI
variables had positive and significant correlations. We examined
whether trainings were more likely to occur in particular kinds of
places and did not find that trainings were significantly correlated
with any of the other country-level variables.

Model selection shows which variables are present in the sta-
tistical models that best explain InVEST usage (Table 3). “Popula-
tion,” “Training,” and “Internet” were found to be the most com-
mon and important variables in the top 10 models. Other variables
such as those for biodiversity and the Environmental Performance
Index appear in some statistical models, but not as consistently.

In analyzing the effect of trainings, we found that the average
use of ES models in countries with trainings was over two times
larger than in countries without trainings (Fig. 4). For the 9 train-
ings we analyzed, we typically observed a burst of usage during
the training and then more activity in the After 1 periods than the
Before periods (Fig. 4; Appendix B). The change factors (ratio of
model runs in After 1 period to model runs in Before period)
showed that all but one of the cases had an increase in model use
following a training (Table 4). The average change factor for 1-day
Table 3
Model selection results for the top 10 statistical models by AICc value. Statistical models
best fit) with a check mark for variables that are included in the statistical model. Only th

Model Biodiversity_PC EPI EPI biodiversity GDP Governance_PC

1 – – – – –

2 – – ✔ – –

3 ✔ – – – –

4 – ✔ – – –

5 – ✔ – – –

6 – – – – ✔

7 – – – ✔ –

8 – – – – –

9 – – – – ✔

10 – – ✔ – –
trainings was 0.80 (n¼2), 2-day trainings was 6.2 (n¼3), and 3-or-
more-day trainings was 3.5 (n¼4). Using the generalized linear
mixed model with country as a random effect, we found a positive
and significant effect of trainings on model use (Fig. 5. χ = 154. 82

2 ;
po0.001).

The qualitative assessment of training evaluations further illu-
minated place-specific factors than help explain use of ES models,
such as connections to a university course or a funded project with
deadlines. Among the 7 cases reviewed, change factors were
are listed by row in rank order (the first has the lowest AICc value corresponding to
e 8 variables that contained data for all countries were included in model selection.

Internet Population Training df Log likelihood ΔAICc

✔ ✔ ✔ 5 �652.62 0.00
✔ ✔ ✔ 6 �652.25 1.55
✔ ✔ ✔ 6 �652.27 1.58
– ✔ ✔ 5 �653.47 1.70
✔ ✔ ✔ 6 �652.52 2.09
✔ ✔ ✔ 6 �652.61 2.26
✔ ✔ ✔ 6 �652.62 2.27
✔ ✔ – 4 �654.89 2.31
– ✔ ✔ 5 �654.04 2.83
✔ ✔ – 5 �654.23 3.22



Fig. 5. The positive effect of trainings on model usage across 9 cases. “Before” is
average weekly model use and standard error for a 13-week period (approximately
90 days) before a training. “After 1” is for a 13-week period after a training and
“After 2” is for the following 13-week period.
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highest for trainings that offered case studies and demonstrations
relevant to participants' on-going projects and when a specific
deliverable using InVEST was due soon after the event. Training
attendees valued the opportunity to interact with experienced
analysts and developers of the InVEST models. This in-person
support served to narrow the user-developer divide that is a
known barrier to decision-support tool uptake (Haklay and Tobon,
2003). After establishing a rapport with training facilitators, par-
ticipants felt more comfortable applying the tool and requesting
support following the event.
4. Discussion and conclusion

Using a unique global dataset, we conduct the first quantitative
analysis of the use of ecosystem service modeling tools. We show that
general capacity to use these kinds of tools (i.e., population, GDP/ca-
pita, computer technology) as well as specific capacity building for the
tool in question (i.e., trainings) are the strongest predictors of model
use in a given country. While the effect of trainings varied widely
among countries, in general trainings had a positive and enduring
effect on tool use. Understanding the factors that encourage uptake
and use of scientific tools can help target trainings, improve tool de-
sign, and improve impact of scientific knowledge on decisions.

Formal trainings can build on a country's existing capacity to use
decision support tools. Why do some trainings have a bigger impact
than others? Trainings that are longer than 1-day probably have a
larger effect because they allow trainers and participants to spend
more time learning the details of how to use the tools. Extended
trainings include time for repeatedly running models and practice
working through the different steps of an ES assessment (Rosenthal
et al., 2014). Other, site-specific factors related to a training can explain
the places where we observe larger impact, such as countries with
reliable Internet access and more spending on conservation-related
research. Regardless of these local factors, problem-based exercises that
are simple, well designed and include detailed guidance (e.g., step-by-
step tutorials) show promise as an entry point for a range of potential
tool users (Verutes and Rosenthal, 2014). Further research on effective
ways to sequence introductory to more technical content for a diverse
range of audiences can inform creative approaches to building local
capacity that actively engage participants in learning a new technology.

Can country-level variables help us identify new, underserved
audiences for computer-based decision support tools, or under-
stand which technologies may be most relevant to a local place?
We found evidence that country-level conditions can be used to
estimate the capacity for using InVEST models generally, but did
not find that country-level conditions were highly correlated with
the use of carbon or biodiversity ES models. It is likely that other
variables beyond those we tested are associated with tool use.
These include some of the site-specific factors uncovered in our
qualitative assessment, such as a funded ES project with deadlines,
as well as factors related to the presence of ES concepts in gov-
ernment policies, overall amounts of science research activity, and
levels of education in a population.

Limitations to this study are worth noting. First, as mentioned
above, some ES models (i.e. marine models) were not included in
our data set, so we almost certainly underestimated the impacts of
trainings that focused in part on these models. Second, our data
capture where a given model is used, not the location where ES are
being evaluated. Researchers in one country can run InVEST
models focused on another, and some InVEST trainings included
participants from other countries, who likely went on to use In-
VEST outside the country where the training was held. Excluding
the US from our analyses removes the largest source of this issue,
but further subsetting to countries where we are certain models
are being used in-country reduces the size of our dataset rapidly.
Our analyses therefore pertain to where models are used rather
than where they are applied. Third, our analyses focused on In-
VEST, but of course several other ES models and computer-based
tools exist. We are not aware of equivalent tracking data for any
other tool, but we expect they would display patterns associated
with national-scale capacity and training opportunities.

Future research in this area would benefit from in-depth qualita-
tive analyses to better understand the factors that lead to differences
in effectiveness of trainings. In addition, understanding the relation-
ships among users (e.g., through surveys of users) could help to illu-
minate how technology diffuses through social networks (Hay-
thornthwaite, 1996). User surveys could also help to clarify user de-
mographics, the decision contexts in which the tools are used, and the
ways in which outputs are used to inform decisions (McKenzie et al.,
2014). Finally, model developers could make several simple additions
to the information reported for each model use, including location of
the region being assessed, and saving records for later reporting if the
computer is not connected to the Internet.

People may use an ES model for any of a number of reasons: they
receive training, they find decision support tools useful for a particular
context, they have project deadlines or an academic adviser nudging
them to produce results, etc. Efforts to increase use of these models
should therefore focus equally on understanding these drivers, build-
ing capacity generally, and providing specific training in the tools.
Formal training opportunities that provide locally-relevant demon-
strations of the tool and follow-up activities to reinforce what was
learned are an effective way to support the continued usage of spatial
models in ES assessments. If country-level factors can predict use
along with trainings, then we need to be aware of which countries
have the basic capacity to use these models. And we need to think
about more than just trainings – having key conditions in place, such
as the capacity variables illuminated in this study, will enable people
to use what they learn. Tracking and explaining tool use can lead to
more strategic deployment of technology and smarter applications of
these models for informing real world decisions.
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Appendix A. Categories and ES type for InVEST models.
A
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H

H

M
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P

R

R
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T

W
W

W

W

R
O
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O

InVEST model category
 Ecosystem service type
 Specific models included
griculture
 Provisioning
 “agriculture”

lue carbon
 Regulating
 “blue_carbon”

“blue_carbon_biophysical”
“blue_carbon_preprocessor”
arbon
 Regulating
 “carbon_biophysical”
“carbon_biophysical/“
“carbon_combined”
“carbon_valuation”
oastal vulnerability
 Regulating
 “coastal_vulnerability”

infish
 Provisioning
 “finfish_aquaculture”

abitat
 Supporting
 “habitat_quality”

“biodiversity_arc”
“biodiversity_biophysical”
“biodiversity_biophysical/“
abitat risk assessment
 Supporting
 “hra”
“HRA_LaunchGUI_arc”
“hra_preprocessor”
arine water quality
 Provisioning
 “marine_water_quality_biophysical”
“marine_water_quality_biophysical/“
utrient
 Regulating
 “nutrient”

ollination
 Regulating
 “pollination”

“pollination_biophysical” “pollination_valuation”

ecreation
 Cultural
 “recreation_client”

“recreation_client_init”
“recreation_client_scenario”
ios
 Provisioning
 “rios”
“rios_0.3.0”
“rios_sediment”
cenic quality
 Cultural
 “aesthetic_quality”
“scenic_quality”
ediment
 Regulating
 “sediment”
“sediment_biophysical”
imber
 Provisioning
 “timber”
“timber/“
ater scarcity
 Provisioning
 “water_scarcity”

ater yield
 Provisioning
 “hydropower_valuation”

“hydropower_water_yield”
“water_yield”
“water_yield/“
ave energy
 Provisioning
 “wave_energy”
“wave_energy_biophysical”
“wave_energy_biophysical/“
“wave_energy_valuation”
ind energy
 Provisioning
 “wind_energy”
“wind_energy_biophysical”
“wind_energy_uri_handler”
emoved from analysis, either with development activity or separately to filter out non-model use

verlap
 �
 “overlap_analysis”

“overlap_analysis_mz”
“OverlapAnalysis_arc”
cenarios
 �
 “scenario_generator”

ther model types in data log
 �
 ”#VALUE!”

“adept”
“adept_core”
“coastal_vulnerability_post_processing”
“crop_production”
“developme”
“development”
“fisheries”



Fig. B1. Argentina 2-day training 9/12/2013.
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“GridSeascape_arc”
“habitat_suitability”
“malaria”
“monthly_water_yield”
“monthly_water_yield_old”
“ntfp”
“percent_land”
“pollination_10_arc”
“recreation_init”
“recreation_scenario”
“rios_beer”
“rios_porter”
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“routedem”

“scenario_generator_summary”
“sdr”
“test”
“test_invest_2”
“test_string_submission”
“test!!! version number?”
“viewshed_grass”
“wind_energy_valuation”
Appendix B. Model use over time and average weekly model use (with standard error) in 13-week periods before and after
trainings. We analyzed the effect of trainings in detail for these 9 trainings

See Fig. B1, Fig. B2, Fig. B3, Fig. B4, Fig. B5, Fig. B6, Fig. B7, Fig. B8.
Fig. B2. Cambodia 3-day training 6/17/2013.



Fig. B3. Canada 2-day training 2/04/2013.

Fig. B4. Chile 3-day training 9/09/2013. Fig. B5. Korea 1-day training 9/11/2012.

S. Posner et al. / Ecosystem Services 17 (2016) 131–141 139



Fig. B7. Spain 2-day training 11/18/2013.

Fig. B8. UK1 3-day training 10/15/2013 and UK2 1-day training 3/07/2013.

Fig. B6. Peru 3-day training 5/27/2013.
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